
CHAPTER 22

Open Data and Algorithmic 
Regulation
By Tim O’Reilly

Regulation is the bugaboo of today’s politics. We have too much of it 
in most areas, we have too little of it in others, but mostly, we just have 
THE�WRONG�KIND��A�MOUNTAIN�OF�PAPER�RULES��INEFlCIENT�PROCESSES��AND�
little ability to adjust the rules or the processes when we discover the 
inevitable unintended results.

Consider, for a moment, regulation in a broader context. Your car’s 
ELECTRONICS�REGULATE�THE�FUEL
AIR�MIX�IN�THE�ENGINE�TO�lND�AN�OPTIMAL�
BALANCE�OF�FUEL�EFlCIENCY�AND�MINIMAL�EMISSIONS��!N�AIRPLANE�S�AUTO-
pilot regulates the countless factors required to keep that plane aloft 
and heading in the right direction. Credit card companies monitor and 
regulate charges to detect fraud and keep you under your credit limit. 
Doctors regulate the dosage of the medicine they give us, sometimes 
loosely, sometimes with exquisite care, as with the chemotherapy re-
quired to kill cancer cells while keeping normal cells alive, or with the 
anesthesia that keeps us unconscious during surgery while keeping vi-
tal processes going. ISPs and corporate mail systems regulate the mail 
THAT�REACHES�US��lLTERING�OUT�SPAM�AND�MALWARE�TO�THE�BEST�OF�THEIR�ABIL-
ity. Search engines regulate the results and advertisements they serve 
up to us, doing their best to give us more of what we want to see.

What do all these forms of regulation have in common?

1. A deep understanding of the desired outcome

2. Real-time measurement to determine if that outcome is being 
achieved

3. Algorithms (i.e. a set of rules) that make adjustments based on new data
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4. Periodic, deeper analysis of whether the algorithms themselves are 
correct and performing as expected.

There are a few cases—all too few—in which governments and qua-
si-governmental agencies regulate using processes similar to those out-
lined above. Probably the best example is the way that central banks 
REGULATE�THE�MONEY�SUPPLY�IN�AN�ATTEMPT�TO�MANAGE�INTEREST�RATES��INmA-
tion, and the overall state of the economy. Surprisingly, while individu-
al groups might prefer the US Federal Reserve to tighten or loosen the 
money supply at a different time or rate than they do, most accept the 
need for this kind of regulation.

Why is this?

1. The desired outcomes are clear

2. There is regular measurement and reporting as to whether those 
outcomes are being achieved, based on data that is made public to 
everyone

3. Adjustments are made when the desired outcomes are not being 
achieved

Contrast this with the normal regulatory model, which focuses on the 
rules rather than the outcomes. How often have we faced rules that 
simply no longer make sense? How often do we see evidence that the 
rules are actually achieving the desired outcome?

Sometimes the “rules” aren’t really even rules. Gordon Bruce, the for-
mer CIO of the city of Honolulu, explained to me that when he entered 
government from the private sector and tried to make changes, he was 
told, “That’s against the law.” His reply was “OK. Show me the law.” 
“Well, it isn’t really a law. It’s a regulation.” “OK. Show me the regula-
tion.” “Well, it isn’t really a regulation. It’s a policy that was put in place 
by Mr. Somebody twenty years ago.” “Great. We can change that!”

But often, there really is a law or a regulation that has outlived its day, 
an artifact of a system that takes too long to change. The Obama Ad-
ministration has made some efforts to address this, with a process of 
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both “regulatory lookback” to eliminate unnecessary regulations, and 
an increased effort to quantify the effect of regulations (White House, 
2012).

But even this kind of regulatory reform doesn’t go far enough. The laws 
of the United States have grown mind-bogglingly complex. The recent 
healthcare reform bill was nearly two thousand pages. The US Con-
stitution, including two hundred years worth of amendments, is about 
twenty-one pages. The National Highway Bill of 1956, which led to the 
creation of the US Interstate Highway system, the largest public works 
project in history, was twenty-nine pages.

Laws should specify goals, rights, outcomes, authorities, and limits. If 
SPECIlED�BROADLY��THOSE�LAWS�CAN�STAND�THE�TEST�OF�TIME�

Regulations, which specify how to execute those laws in much more 
detail, should be regarded in much the same way that programmers re-
gard their code and algorithms, that is, as a constantly updated toolset 
TO�ACHIEVE�THE�OUTCOMES�SPECIlED�IN�THE�LAWS�

Increasingly, in today’s world, this kind of algorithmic regulation is 
MORE�THAN�A�METAPHOR��#ONSIDER�lNANCIAL�MARKETS��.EW�lNANCIAL�IN-
struments are invented every day and implemented by algorithms that 
trade at electronic speed. How can these instruments be regulated ex-
cept by programs and algorithms that track and manage them in their 
native element in much the same way that Google’s search quality algo-
rithms, Google’s “regulations”, manage the constant attempts of spam-
mers and black hat SEO experts to game the system?

Revelation after revelation of bad behavior by big banks demonstrates 
THAT�PERIODIC�BOUTS�OF�ENFORCEMENT�AREN�T�SUFlCIENT��3YSTEMIC�MALFEA-
sance needs systemic regulation. It’s time for government to enter the 
age of big data. Algorithmic regulation is an idea whose time has come.

Open Data and Government as a Platform

There are those who say that government should just stay out of regu-
lating many areas, and let “the market” sort things out. But there are 
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many ways in which bad actors take advantage of a vacuum in the ab-
sence of proactive management. Just as companies like Google, Micro-
soft, Apple, and Amazon build regulatory mechanisms to manage their 
platforms, government exists as a platform to ensure the success of our 
society, and that platform needs to be well regulated!

Right now, it is clear that agencies like the SEC just can’t keep up. In 
the wake of Ponzi schemes like those of Bernie Madoff and Allen Stan-
FORD��THE�3%#�HAS�NOW�INSTITUTED�ALGORITHMIC�MODELS�THAT�mAG�FOR�IN-
vestigation hedge funds whose results meaningfully outperform those 
OF�PEERS�USING�THE�SAME�STATED�INVESTMENT�METHODS��"UT�ONCE�mAGGED��
enforcement still goes into a long loop of investigation and negotia-
tion, with problems dealt with on a case-by-case basis. By contrast, 
when Google discovers via algorithmic means that a new kind of spam 
is damaging search results, they quickly change the rules to limit the 
EFFECT� OF� THOSE�BAD� ACTORS��7E�NEED� TO�lND�MORE�WAYS� TO�MAKE� THE�
consequences of bad action systemic, rather than subject to haphazard 
enforcement.

This is only possible when laws and regulations focus on desired out-
comes rather than the processes used to achieve them.

There’s another point that’s worth making about SEC regulations. Fi-
nancial regulation depends on disclosure - data required by the regula-
TORS�TO�BE�PUBLISHED�BY�lNANCIAL�lRMS�IN�A�FORMAT�THAT�MAKES�IT�EASY�TO�
analyze. This data is not just used by the regulators themselves, but is 
USED�BY�THE�PRIVATE�SECTOR�IN�MAKING�ITS�OWN�ASSESSMENTS�OF�THE�lNAN-
CIAL�HEALTH�OF�lRMS��THEIR�PROSPECTS��AND�OTHER�lNANCIAL�DECISIONS��9OU�
can see how the role of regulators in requiring what is, in effect, open 
data, makes the market more transparent and self-policing.

You can also see here that the modernization of how data is reported 
to both the government and the market is an important way of improv-
ing regulatory outcomes. Data needs to be timely, machine readable, 
and complete. (See Open Government Working Group, 2007.) When 
reporting is on paper or in opaque digital forms like PDF, or released 
only quarterly, it is much less useful.

When data is provided in re-usable digital formats, the private sector 
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can aid in ferreting out problems as well as building new services that 
provide consumer and citizen value. This is a goal of the US Treasury 
Department’s “Smart Disclosure” initiative (see http://www.data.gov/
consumer/page/consumer-about). It is also central to the efforts of the 
new Consumer Financial Protection Bureau.

When government regulators focus on requiring disclosure, that lets 
private companies build services for consumers, and frees up more en-
forcement time to go after truly serious malefactors.

Regulation Meets Reputation

It is true that “that government governs best that governs least.” But 
the secret to “governing least” is to identify key outcomes that we care 
about as a society—safety, health, fairness, opportunity—encode those 
outcomes into our laws, and then create a constantly evolving set of 
regulatory mechanisms that keep us on course towards them.

We are at a unique time when new technologies make it possible to 
reduce the amount of regulation while actually increasing the amount 
of oversight and production of desirable outcomes.

Consider taxi regulation. Ostensibly, taxis are regulated to protect the 
quality and safety of the consumer experience, as well as to ensure that 
there are an optimal number of vehicles providing service at the time 
they are needed. In practice, most of us know that these regulations 
do a poor job of ensuring quality or availability. New services like Uber 
and Hailo work with existing licensed drivers, but increase their avail-
ability even in less-frequented locations, by using geolocation on smart-
phones to bring passengers and drivers together. But equally important 
in a regulatory context is the way these services ask every passenger to 
rate their driver (and drivers to rate their passenger). Drivers who pro-
vide poor service are eliminated. As users of these services can attest, 
reputation does a better job of ensuring a superb customer experience 
than any amount of government regulation.

Peer-to-peer car services like RelayRides, Lyft, and Sidecar go even 
further, bypassing regulated livery vehicles and allowing consumers to 
provide rides to each other. Here, reputation entirely replaces regu-
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lation, seemingly with no ill effect. Governments should be studying 
THESE�MODELS��NOT�lGHTING�THEM��AND�ADOPTING�THEM�WHERE�THERE�ARE�
no demonstrable ill effects.

Services like AirBnB provide similar reputation systems that protect 
consumers while creating availability of lodging in neighborhoods that 
are often poorly served by licensed establishments.

Reputation systems are a great example of how open data can help im-
prove outcomes for citizens with less effort by overworked regulators 
AND�ENFORCEMENT�OFlCIALS�

3ITES�LIKE�9ELP�PROVIDE�EXTENSIVE�CONSUMER�REVIEWS�OF�RESTAURANTS��THOSE�
THAT�PROVIDE�POOR�FOOD�OR�SERVICE�ARE�mAGGED�BY�UNHAPPY�CUSTOMERS��
while those that excel are praised.

There are a number of interesting new projects that attempt to com-
bine the reach and user-friendliness of consumer reputation systems 
with government data. One recent initiative, the LIVES standard, de-
veloped by San Francisco, Code for America, and Yelp, brings health 
department inspection data to Yelp and other consumer restaurant ap-
plications, using open data to provide even more information to con-
sumers. The House Facts standard does the same with housing inspec-
tion data, integrating it with internet services like Trulia

Another interesting project that actually harnesses citizen help (rather 
than just citizen opinion) by connecting a consumer-facing app to gov-
ernment data is the PulsePoint project, originally started by the San Ra-
MON��#ALIFORNIA�lRE�DEPARTMENT��!FTER�THE�lRE�CHIEF�HAD�THE�DISMAYING�
experience of hearing an ambulance pull up to the restaurant next door 
to the one in which he was having lunch with staff including a number of 
EMR techs, he commissioned an app that would allow any citizen with 
%-2�TRAINING�TO�RECEIVE�THE�SAME�DISPATCH�CALLS�AS�OFlCIALS�

The Role of Sensors in Algorithmic Regulation

Increasingly, our interactions with businesses, government, and the 
built environment are becoming digital, and thus amenable to creative 
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forms of measurement, and ultimately algorithmic regulation.

For example, with the rise of GPS (not to mention automatic speed 
cameras), it is easy to foresee a future where speeding motorists are 
NO�LONGER�PULLED�OVER�BY�POLICE�OFlCERS�WHO�HAPPEN�TO�SPOT�THEM��BUT�
instead automatically ticketed whenever they exceed the speed limit.

Most people today would consider that intrusive and alarming. But we 
can also imagine a future in which that speed limit is automatically ad-
JUSTED�BASED�ON�THE�AMOUNT�OF�TRAFlC��WEATHER�CONDITIONS��AND�OTHER�SUB-
jective conditions that make a higher or lower speed more appropriate 
than the static limit that is posted today. The endgame might be a future 
of autonomous vehicles that are able to travel faster because they are 
CONNECTED�IN�AN�INVISIBLE�WEB��A�TRAFlC�REGULATORY�SYSTEM�THAT�KEEPS�US�
safer than today’s speed limits. The goal, after all, is not to have cars go 
slower than they might otherwise, but to make our roads safe.

While such a future no doubt raises many issues and might be seen by 
many as an assault on privacy and other basic freedoms, early versions 
of that future are already in place in countries like Singapore and can 
be expected to spread more widely.

#ONGESTION�PRICING�ON�TOLLS��DESIGNED�TO�REDUCE�TRAFlC�TO�CITY�CENTERS��IS�
another example. Systems such as those in London where your license 
plate is read and you are required to make a payment will be replaced 
BY�AUTOMATIC�BILLING��9OU�CAN�IMAGINE�THE�COSTS�OF�TOLLS�mOATING�BASED�
NOT�JUST�ON�TIME�OF�DAY�BUT�ON�ACTUAL�TRAFlC�

Smart parking meters have similar capabilities—parking can cost more 
at peak times, less off-peak. But perhaps more importantly, smart park-
ing meters can report whether they are occupied or not, and eventu-
ally give guidance to drivers and car navigation systems, reducing the 
amount of time spent circling while aimlessly looking for a parking space.

As we move to a future with more electric vehicles, there are already 
proposals to replace gasoline taxes with miles driven—reported, of 
course, once again by GPS.

Moving further out into the future, you can imagine public transpor-
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tation reinventing itself to look much like Uber. It’s a small leap from 
CONNECTING�ONE�PASSENGER�AND�ONE�DRIVER�TO�PICKING�UP�FOUR�OR�lVE�PAS-
sengers all heading for the same destination, or along the same route. 
Smartphone GPS sensors and smart routing algorithms could lead to a 
HYBRID�OF�TAXI�AND�BUS�SERVICE��BRINGING�AFFORDABLE��mEXIBLE�PUBLIC�TRANS-
portation to a much larger audience.

The First Step is Measurement

Data driven regulatory systems need not be as complex as those used 
by Google or credit card companies, or as those imagined above. Some-
times, it’s as simple as doing the math on data that is already being col-
lected and putting in place new business processes to act on it.

For example, after hearing of the cost of a small government job search 
engine for veterans ($5 million per year), I asked how many users 
the site had. I was told “A couple of hundred.” I was understandably 
shocked, and wondered why this project was up for contract renewal. 
"UT�WHEN�)�ASKED�A�SENIOR�OFlCIAL�AT�THE�'ENERAL�3ERVICES�!DMINISTRA-
tion if there were any routine process for calculating the cost per user 
of government websites, I was told, “That would be a good idea!” It 
SHOULDN�T�JUST�BE�A�GOOD�IDEA��IT�SHOULD�BE�COMMON�PRACTICEÐ

%VERY�COMMERCIAL�WEBSITE�NOT�ONLY�MEASURES�ITS�TRAFlC��BUT�CONSTANTLY�
makes adjustments to remove features that are unused and to test new 
ones in their place. When a startup fails to gain traction with its intend-
ed customers, the venture capitalists who backed it either withdraw 
their funding, or “pivot” to a new approach, trying multiple options till 
THEY�lND�ONE�THAT�WORKS��4HE�hLEAN�STARTUPv�METHODOLOGY�NOW�WIDE-
ly adopted in Silicon Valley considers a startup to be “a machine for 
learning,” using data to constantly revise and tune its approach to the 
market. Government, by contrast, seems to inevitably double down on 
bad approaches, as if admitting failure is the cardinal sin.

Simple web metrics considered as part of a contract renewal are one 
simple kind of algorithmic regulation that could lead to a massive sim-
PLIlCATION� OF� GOVERNMENT� WEBSITES� AND� REDUCTION� OF� GOVERNMENT� )4�
costs. Other metrics that are commonly used on the commercial web 



297TIM O’rEILLY

INCLUDE�TIME�ON�SITE��ABANDON�RATE��PEOPLE�WHO�LEAVE�WITHOUT�COMPLET-
ING�A� TRANSACTION	�� AND�ANALYSIS�OF� THE�PATHS�PEOPLE�USE� TO� REACH� THE�
desired information.

There is other data available as well. Many commercial sites use analysis 
of search queries to surface what people are looking for. The UK Gov-
ernment Digital Service used this technique in their effort to redesign 
the Gov.UK site around user needs rather than around the desires of 
THE�VARIOUS�CABINET�OFlCES�AND�AGENCIES�TO�PROMOTE�THEIR�ACTIVITIES��4HEY�
looked what people were searching for, and redesigned the site to create 
new, shorter paths to the most frequently searched-for answers. (Code for 
America built a site for the city of Honolulu, Honolulu Answers, which 
took much the same approach, adding a citizen “write-a-thon” to write 
new, user friendly content to answer the most asked questions.)

This is a simpler, manual intervention that copies what Google does 
algorithmically when it takes search query data into account when eval-
uating which results to publish. For example, Google looks at what they 
call “long clicks” versus “short clicks.” When the user clicks on a search 
RESULT�AND�DOESN�T�COME�BACK��OR�COMES�BACK�SIGNIlCANTLY� LATER�� INDI-
cating that they found the destination link useful, that is a long click. 
Contrast that to a short click, when users come back right away and try 
another link instead. Get enough short clicks, and your search result 
gets demoted.

There are many good examples of data collection, measurement, analy-
sis, and decision-making taking hold in government. In New York City, 
data mining was used to identify correlations between illegal apartment 
CONVERSIONS�AND�INCREASED�RISK�OF�lRES��LEADING�TO�A�UNIQUE�COOPERATION�
BETWEEN�BUILDING�AND�lRE�INSPECTORS��)N�,OUISVILLE��+9��A�DEPARTMENT�
focused on performance analytics has transformed the culture of gov-
ernment to one of continuous process improvement.

It’s important to understand that these manual interventions are only 
AN�ESSENTIAL�lRST�STEP��/NCE�YOU�UNDERSTAND�THAT�YOU�HAVE�ACTIONABLE�
data being systematically collected, and that your interventions based on 
that data are effective, it’s time to begin automating those interventions.

There’s a long way to go. We’re just at the beginning of thinking about 
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how measurement, outcomes, and regulation come together.

Risks of Algorithmic Regulation

The use of algorithmic regulation increases the power of regulators, 
and in some cases, could lead to abuses, or to conditions that seem 
anathema to us in a free society. “Mission creep” is a real risk. Once 
data is collected for one purpose, it’s easy to imagine new uses for it. 
We’ve already seen this in requests to the NSA for data on American 
CITIZENS�ORIGINALLY�COLLECTED�FOR�PURPOSES�OF�lGHTING�OVERSEAS�TERRORISM�
BEING�REQUESTED�BY�OTHER�AGENCIES�TO�lGHT�DOMESTIC�CRIME�� INCLUDING�
copyright infringement! (See Lichtblau & Schmidt, 2013.)

The answer to this risk is not to avoid collecting the data, but to put 
stringent safeguards in place to limit its use beyond the original pur-
pose. As we have seen, oversight and transparency are particularly dif-
lCULT�TO�ENFORCE�WHEN�NATIONAL�SECURITY�IS�AT�STAKE�AND�SECRECY�CAN�BE�
claimed to hide misuse. But the NSA is not the only one that needs to 
keep its methods hidden. Many details of Google’s search algorithms 
are kept as a trade secret lest knowledge of how they work be used to 
GAME�THE�SYSTEM��THE�SAME�IS�TRUE�FOR�CREDIT�CARD�FRAUD�DETECTION�

One key difference is that a search engine such as Google is based on 
open data (the content of the web), allowing for competition. If Goo-
gle fails to provide good search results, for example because they are 
favoring results that lead to more advertising dollars, they risk losing 
market share to Bing. Users are also able to evaluate Google’s search 
results for themselves.

Not only that, Google’s search quality team relies on users themselves—
tens of thousands of individuals who are given searches to perform, and 
asked whether they found what they were looking for. Enough “no” 
answers, and Google adjusts the algorithms.

Whenever possible, governments putting in place algorithmic regula-
tions must put in place similar quality measurements, emphasizing not 
JUST�COMPLIANCE�WITH�THE�RULES�THAT�HAVE�BEEN�CODIlED�SO�FAR�BUT�WITH�
THE�ORIGINAL��CLEARLY
SPECIlED�GOAL�OF�THE�REGULATORY�SYSTEM��4HE�DATA�
used to make determinations should be auditable, and whenever possi-
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ble, open for public inspection.

There are also huge privacy risks involved in the collection of the data 
needed to build true algorithmic regulatory systems. Tracking our 
speed while driving also means tracking our location. But that location 
data need not be stored as long as we are driving within the speed lim-
IT��OR�IT�CAN�BE�ANONYMIZED�FOR�USE�IN�TRAFlC�CONTROL�SYSTEMS�

Given the amount of data being collected by the private sector, it is 
clear that our current notions of privacy are changing. What we need is 
a strenuous discussion of the tradeoffs between data collection and the 
BENElTS�WE�RECEIVE�FROM�ITS�USE�

This is no different in a government context.

In Conclusion

We are just at the beginning of a big data algorithmic revolution that 
will touch all elements of our society. Government needs to participate 
in this revolution.

As outlined in the introduction, a successful algorithmic regulation sys-
tem has the following characteristics:

1. A deep understanding of the desired outcome

2. Real-time measurement to determine if that outcome is being 
achieved

3. Algorithms (i.e. a set of rules) that make adjustments based on new 
data

4. Periodic, deeper analysis of whether the algorithms themselves are 
correct and performing as expected.

Open data plays a key role in both steps 2 and 4. Open data, either 
provided by the government itself, or required by government of the 
private sector, is a key enabler of the measurement revolution. Open 
data also helps us to understand whether we are achieving our desired 
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objectives, and potentially allows for competition in better ways to 
achieve those objectives.
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